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Abstract--The time-dependent development of convective intrusions in a thermohaline stratification is 
investigated using a composite grid method with local refinement. An imposed constant sidewall heat flux 
causes convective cells to form at the heated wall, which subsequently propagate into the bulk domain. 
For the composite grid computational method, a grid interface treatment based on strict local flux 
conservation alone allows arbitrary, nonphysical jumps in the temperature and salinity across block 
boundaries for certain boundary conditions. A revised treatment based upon a linear interpolation with 
conservative correction is employed to overcome this difficulty. Detailed features of the internal intrusion 
structure are captured and the sharp interfaces between neighboring intrusions are handled with fine 
resolution. Two classes of thermohaline intrusions corresponding to recently-obtained experimental results 
have been computed. Comparison with these results shows excellent agreement both qualitatively, in terms 
of the internal structure of the intrusions, and quantitatively, in terms of the physical size of the intrusions 
and the intrusion front propagation speeds. Fundamental differences in the merging processes for the two 
intrusion classes which were observed in the experiments have also been observed in the numerical results. 

1. INTRODUCTION 

Double-diffusive convection encompasses the spec- 
trum of  buoyancy-induced fluid motions which occur 
when two or more components  having different 
molecular diffusivides and making opposite con- 
tributions to the fluid density gradients exist sim- 
ultaneously. Since Lhe molecular diffusivities of  the 
components can often differ by an order of  magnitude 
or  more (such as when temperature and a salt are the 
two components of  interest), the motions encountered 
in double-diffusive systems can be quite varied and 
complex, even for simple physical systems, as dem- 
onstrated by Bergman and Ungan [1], Kamakura  and 
Ozoe [2], and Shyy [3] among others. The nature of  
double-diffusive flows and many reported findings can 
be found in the literature, including refs. [4-7]. Interest 
in this particular flow has stemmed primarily from 
observations of  staNy stratified convective layers in 
natural reservoirs, such as lakes and oceans [8, 9] as 
well as man-made systems, including solar ponds [10, 
111. 

The first experimental investigations of  the lateral 
heating of  a stably-'stratified fluid were performed by 
Thorpe et al. [12] and Chen et al. [13]. Both studies 
considered a fluid o1" constant temperature with a ver- 
tical salinity gradient subjected to heating from a side- 
wall held at a fixed temperature above that of  the 
initial temperature of the interior fluid. These inves- 
tigations clarified the nature of  the flow at the sidewall 
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as an instability phenomenon by showing that under 
certain supercritical heating conditions, convection 
cells appear simultaneously along the entire heated 
port ion of  the wall. In addition, the nature of  the 
formation and propagation of  the intrusions was 
observed, where it was noted that the initial con- 
vection cells merged to form larger intrusions as they 
propagated laterally into the bulk of  the domain. Chen 
et al. [13] proposed a vertical length scale for the initial 
intrusions, h, given by 

//TAT 
h - - -  (1) 

Bs(~S/ay), 

which characterizes the height to which a heated fluid 
element at the wall would rise in the initial density 
gradient. In the above expression, //T represents the 
coefficient of  thermal expansion, //s represents the 
coefficient of  expansion due to salinity, AT is the 
difference between the heated sidewall temperature 
and the initial temperature of  the interior fluid, and 
(SS/Sy)i  is the initial vertical solute gradient, as des- 
ignated by the subscript i. Based on this length scale, 
a critical Rayleigh number, defined by 

gf lTATh 3 
Ra¢ - (2) 

V~ T 

of 1.5 × 104_+2.5 × 103 was established, below which 
lateral intrusions would not form. In equation (2), v 
and aT are, respectively, the kinematic viscosity and 
thermal diffusivity of  the working fluid. 

By performing a dimensional analysis of  the govern- 
ing equations and assuming that the length scales in 
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B source term due to buoyancy 
g gravitational acceleration 
h characteristic intrusion height 
k thermal conductivity 
p pressure 
p* pressure due to fluid motion 
P Peclet number 
Pr Prandtl number 
q wall heat flux 
Rac critical Rayleigh number 
R~ lateral stability ratio 
Rp buoyancy ratio 
S solute concentration 
S0 reference solute concentration 

NOMENCLATURE 

Sc 
T 
To 

x, y 

Schmidt number 
temperature 
reference temperature 
velocity components 
horizontal and vertical coordinates. 

Greek symbols 

as  

aT 

~T 
~t 
Y 

P0 

solutal diffusivity of fluid 
thermal diffusivity of fluid 
coefficient of solutal expansion 
coefficient of thermal expansion 
dynamic viscosity 
kinematic viscosity of fluid 
reference density. 

both the horizontal and vertical directions are iden- 
tical at initiation, Narusawa and Suzukawa [14] 
showed that in addition to the Prandtl number 
(HI = v/c~T) and Lewis number ( R  2 = aT/aS, where as 
is the mass diffusivity of the solute), a third non- 
dimensional parameter is given by the following : 

- BT ( q / k )  
n3  - ~ s ( ~ s / ~ y ) i '  (3) 

where q represents the constant applied lateral heat 
flux at the wall, k is the thermal conductivity of the 
fluid and the other quantities are as previously defined 
in equation (1). Since they considered a constant tem- 
perature fluid with only an initial linear solute strati- 
fication, this parameter can be physically interpreted 
as the ratio of the horizontal density gradient at the 
vertical heated sidewall to the initial vertical density 
gradient. For a constant sidewall heat flux, this third 
parameter was clearly identified as the appropriate 
stability parameter. 

An experimental study of double-diffusive systems 
containing initial linear vertical stratifications of both 
temperature and salinity was recently carried out by 
Schladow et al. [15]. In their experiments, they used 
two nondimensional quantities to characterize the 
flows, one the Rayleigh (or buoyancy) ratio, given by 

l~s(SS/~y), 
Rp - ~(~T/Oy)I' (4) 

which is formed from the vertical saline and thermal 
Rayleigh numbers defined by the initial salinity and 
temperature gradients (again denoted by the subscript 
i), both of which are negative here, and the other a 
lateral ratio, defined by 

--~T(q/k) 
R, = (--/~T 8T/Oy+~s ¢?S/Oy)i" (5) 

The Rayleigh ratio, Rp, provides a measure of the 
gravitational stability of the system, larger values indi- 
cating a higher gravitational stability. The lateral 

ratio, R j, was proposed as a modification to the non- 
dimensional parameter H3 used by Narusawa and 
Suzukawa [14] which explicitly takes into account the 
two-component vertical stratification. The quantity 
RI provides a measure of the forcing at the heated 
sidewall and can also be interpreted as a ratio of the 
lateral density gradient at the sidewall to the initial 
vertical density gradient. 

Three classes of intrusions, denoted as I, II and 
III, were clearly identified. Class I intrusions, which 
developed under conditions of relatively high gravi- 
tational and lateral stability (Rp > 5, R1 ~ I) were 
characterized by relatively quiescent, well-defined cells 
less than 10 mm thick. The internal structure of these 
intrusions consisted of a highly stable vertical tem- 
perature stratification and a well-mixed salinity field. 
The intrusions propagated at speeds less than 10 cm 
h-~ during the period in which the heat flux at the 
wall was applied and following removal of the heat 
flux, were observed to quickly diffuse away. Similar 
characteristics were observed by Narusawa and 
Suzukawa [14] for cases where the lateral stability 
parameter 1-[ 3 ~< 1. In their case Rp = 0o since they 
considered a constant temperature fluid. Intrusions 
categorized in class II developed under conditions of 
relatively low gravitational and lateral stability 
(2.3 < Rp< 5, Rl >> 1). These intrusions were 
observed to be larger (~  10-40 mm thick), more 
dynamic, and less defined than class I intrusions. In 
contrast to class I intrusions, the vertical salinity 
stratification was found to be slightly unstable; 
however, the temperature field was still highly stable. 
In addition, intrusions categorized in class II propa- 
gated at much higher speeds (~  10-30 cm h -~) than 
class I intrusions. Like class I intrusions, they also 
diffused away immediately following removal of the 
sidewall heating. Class III intrusions developed under 
the conditions of lowest gravitational and lateral stab- 
ility (Rp ~ 2, Rj >> 1) and were found to be the most 
dynamic of the three classes, propagating at speeds 
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greater than 25 cm h -1. While the physical appear- 
ances of class II and class III intrusions were observed 
to be very similar, the defining characteristic of class 
Il l  intrusions was their ability to continue propagating 
long after the removal of the sidewall heating. 

Regarding the intrusion merging process, it was 
noted that the physical mechanism for class I 
intrusions appears t,a be fundamentally different than 
that observed for classes II and Ill. Following the 
formation of the initial intrusions for a class I flow, 
merging seems to take place via a process whereby 
weaker intrusions are forced back to the heated wall 
by a blockage effect from the intrusions above and 
below, with no initial exchange of fluid between neigh- 
boring intrusions. Conversely, the merging process for 
class II and class III flows occurs via specific events, 
in which jets of fluid near the heated wall, originating 
from some intrusions, penetrate into neighboring 
intrusions from below, causing a breakdown of the 
interface separating the intrusions and leading to 
merger. 

One of the first numerical simulations involving a 
stably stratified fluid subjected to lateral heating was 
performed by Wirtz and Liu [17]. They investigated 
the flow in a narrow slot with an initial linear solute 
stratification subjected to a constant temperature side- 
wall heating. Due to the lack of computational 
resources at the time, only extremely coarse grids 
could be used, and thus, no detailed analysis of the 
interaction between multiple convective cells could be 
considered. Other works have appeared in the litera- 
ture since then, most notably those of Heinrich [18], 
Lee and Hyun [19] and Kamakura and Ozoe [2]. In 
each of these works, emphasis was placed on the basic 
qualitative details o1" the cell formation and the global 
features of the time-evolving flow field. The grid res- 
olutions employed were also relatively coarse. 

In this work, detailed numerical simulations of two 
of the experimental cases run by Schladow et aL [15] 
are performed with a composite grid method pre- 
viously developed for Navier-Stokes flows. With a 
composite grid approach, the grid resolution con- 
siderations mentioned above due to the localized nat- 
ure of the intrusion development can be handled very 
effectively. Within each block of the composite grid 
the SIMPLE algorkhm [3, 20] is employed, whereby 
the momentum and continuity equations are solved 
in a sequential mariner. The composite grid internal 
boundary treatment is based upon a locally, and thus 
globally, conservative treatment of the mass flux and 
tangential momentum flux through the boundary [21]. 
In the present context, as will be demonstrated later, 
an internal boundary treatment, in which the fluxes at 
the internal boundary are obtained entirely from the 
neighboring block in a locally conservative manner, 
allows an arbitrary jump in the temperature and sal- 
inity field across the interface which is non-physical 
for certain boundary conditions. To circumvent this 
problem, an interface scheme based upon a linear 
interpolation with conservative correction is 

employed, which allows the temperature and salinity 
fields to maintain the proper continuity conditions 
across the interface. 

At the current time, it is still not feasible to simulate 
the flow in the entire experimental apparatus; 
however, this is not required. Although the overall 
physical sizes of the configurations computed here are 
smaller than the experimental apparatus (by a factor 
of two in the vertical direction, and a factor of 20 in 
the horizontal direction), the configurations are large 
enough to simulate flows with intrusion fronts com- 
posed of a sufficient number of convection cells in 
isolation from the influence of the physical bound- 
aries, that direct comparisons with the experimental 
results can be made regarding keys points of interest 
including the intrusion front propagation speed, the 
internal characteristics of the intrusions (primarily 
temperature and salinity profiles), and details of the 
merging process. 

2. GOVERNING EQUATIONS 

The governing equations used here are the two- 
dimensional, time-dependent forms of the continuity, 
momentum, energy, and salinity equations obtained 
after employing the Boussinesq approximation. These 
can be written as 

8u 8v 
8~ + Oyy = 0 (6) 

0 8 0 
(po~) + Yx (poU~) + ~ (poU~) 

@ 0/' Ou', o ( O u )  
- (7) 

0 +~--;(pouv)+ 0 bS (po~) ~ (po~) 

Op o{ 0v'~ 0 (0v )  
- oy  (8) 

OT + f--~(uT)+~(vT) = 0 f OT~ 0 f OT'~ ~X ~0(T ~X) -}- ~y ~0(T ~'y ) 

(9) 

( )  (+) 0S 0 0 0 0S 0 Cts ~y 
o~ + ~x (uS) + Uy (vs) = ~x as ~x + ~y 

(10) 

where ax is the thermal diffusivity, and as is the mass 
diffusivity of the salt. The term B in the vertical 
momentum equation, equation (8), is the source term 
due to buoyancy, and is expressed, using the Bous- 
sinesq approximation, by 

B = pog[flT(T-To)-fls(S-So)]. (11) 

The Boussinesq approximation assumes that the 
fuid density p, varies only slightly from a reference 
density state P0, and can be expressed as 
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P = Po--Po[#T(T--  T o ) - f l s ( S - S o ) ] .  (12) 

In addition, the density variations are only assumed 
to produce the fluid motion via the source term B and 
are not considered to contribute to any of the other 
terms in the equations. For the cases considered here, 
variations in the density of less than 1% are expected, 
and so the assumptions made above are well satisfied. 
It should be noted that in the derivation of equation 
(8), the term p0g was added and subtracted to obtain 
the given form of the source term. As a result of 
this, the pressure shown in the momentum equations 
explicitly contains the hydrostatic component, thus, 

P = P* + PogY (13) 

where p* represents the pressure in the Navier-Stokes 
equations which is due solely to the fluid motion. 
Discretization of the governing equations follows 
along the same lines as that detailed in Wright and 
Shyy [21], the only additions being the incorporation 
of the unsteady term in each equation and the buoy- 
ancy term in the v-momentum equation. In this work, 
we have adopted the use of the fully implicit scheme 
(Patankar [20]) for time marching, which is (9(At) and 
central differences for the convection and diffusion 
terms. 

3. COMPOSITE GRID METHOD 

3.1. Basics 
Since the continuity equation, equation (6), is iden- 

tical to that previously used for isothermal, incom- 
pressible flows, and the momentum equations differ 
only by the presence of an additional source term, no 
changes are required to the original internal boundary 
treatment developed in Wright and Shyy [21]. The 
original conservation treatment developed there is 
based on the piecewise constant local conservation of 
the mass flux and tangential momentum flux through 
the internal boundaries, similar to that proposed by 
Rai [22]. For the pressure correction method, 
however, the mass and tangential momentum fluxes 
provide the required information for all boundary 
control volumes (continuity, u-momentum and v- 
momentum). 

With the inclusion of conservation equations for 
temperature and salinity, an appropriate treatment 
for computing the temperature and salinity fluxes 
across the internal boundaries must be chosen. With 
a local conservation procedure, in which the flux 
boundary conditions for the temperature and salinity 
control volumes along the internal boundaries are 
computed entirely from the neighboring block, an 
arbitrary jump is allowed at the boundary for certain 
domain boundary conditions which cannot be 
detected. The possibility of this non-physical jump at 
an interface between blocks can be clearly seen from 
the multiblock solution of an equivalent one-dimen- 
sional model problem. 

block 1 block 2 

I /I N I T= 1 T=0 
T = T L T = T R 

x=0 x=l x=2 

Fig. 1. Two-block domain for one-dimensional convection- 
diffusion equation, with temperature jump at interface. 

Consider the solution of the convection~liffusion 
equation 

c3T 02T 
P - -  = - -  (14) 

~?x ?x 2 

on the two-block domain shown in Fig. 1, where P is 
the Peclet number. The left and right boundaries are 
held at fixed temperatures of 1 and 0, respectively, 
while the temperature at the center of the domain is 
taken to be Tc for the left block (block 1) and TR for 
the right block (block 2), indicating a temperature 
jump of AT = T o -  TR. The exact solutions within the 
two blocks can be obtained as 

{ T o - 1 5  Px [ e e - T c \  

T~ [TR e-P)ePX + ( ~ ) .  (15b) 
T2(x)= \ l - - e  p )  

Upon equalization of the total heat fluxes at the 
center of the domain, computed independently from 
each of the blocks, i.e. 

the following relation is obtained 

which states that the total fluxes can be balanced while 
still allowing a temperature jump A T =  T c - T R ,  
which is a function of Peclet number and the values 
of either Tc or TR. Thus, for an internal boundary 
treatment based on the local conservation of the total 
flux from the neighboring blocks, a temperature jump, 
the magnitude of which is dependent on the local flow 
conditions, is evidently permitted. For the isothermal 
flow cases considered previously in Wright and Shyy 
[21], mass flux conservation uniquely determines the 
normal velocity component at the interface. Since the 
normal and tangential velocity components at the 
interface are coupled through the continuity equation, 
no jump is permitted for the tangential velocity com- 
ponent from the solution of the tangential momentum 
equation, even though a locally conservative flux con- 
dition is employed. 

In order to alleviate this temperature jump problem, 
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an interface scheme based upon a linear interpolation 
procedure with a globally conservative correction has 
been implemented. By linearly interpolating within 
the neighboring block for the dependent variable (T 
or S) and using this value in conjunction with values 
in the block of interest to compute the total flux 
boundary condition, the proper continuity of the tem- 
perature and salinity fields can be maintained. The 
global correction is used to adjust the fluxes for each 
of the control volumes at the boundary so that the 
total temperature a~ad salinity fluxes along the entire 
internal boundary separating the blocks are 
conserved. To illustrate the implementation procedure 
for this interface scheme, consider a typical tem- 
perature control vo]ume at a vertical internal bound- 
ary, as shown in Fig. 2. With the original interface 
treatment, the temperature flux through the right con- 
trol volume face is obtained using information exclus- 
ively from the neighboring block to the right via a 
local conservation procedure as detailed in Wright 
and Shyy [21]. Using this procedure, an arbitrary tem- 
perature jump cannot be detected since the gradient 
term ~T/~x is unaffected by a constant shift in the 
temperature field of the neighboring block. In order 
for the solution procedure to be able to detect the 
jump and adjust accordingly, the gradient term must 
be computed using information from the blocks on 
both sides of the boundary. Since the temperature at 
the control point on the left side of the interface, TL, is 
already known, we must only obtain the temperature 
value TL via linear interpolation from the neighboring 
block. With the specified boundary velocity value, uB 
(already obtained ~grom conservation of mass), the 
total heat flux through the right control volume face 
can be computed as 

(~,<- ~,MG tflux = 0.5uB(T,+ T , ) - - ~ v t ~ ) ] .  (18) 

Since this new procedure is no longer locally con- 
servative, we can no longer expect global conservation 
to be automatically enforced, thus the need for a glo- 
bal correction. This is implemented by computing the 
total flux through line A independently from both 
blocks, using equation (18) for the fluxes out of the 

A 

_., +,  + 

Fig. 2. Temperature control volume located at a vertical 
internal boundary. 

right block and then adjusting the temperature fluxes 
for each of the control volumes along the boundary by 
the required constant to obtain global conservation. 

In computing the fluxes for each temperature con- 
trol volume along the interface, the use of linear 
interpolation is not essential, as any order of inter- 
polation may be used for interpolating within the neigh- 
boring block (even piecewise constant). More impor- 
tantly, whatever form of interpolation is used, the 
total flux (strictly only the diffusion term) must be 
computed using information from the blocks on both 
sides of the internal boundary in order to prevent 
temperature or salinity jumps from occurring. In this 
regard, it is important to note that if the endpoints 
of an internal boundary are not pinned through a 
Dirichlet boundary condition, then a locally con- 
servative boundary treatment cannot be successfully 
applied (for the T and S equations) for multiblock 
problems requiring the solution of the temperature 
and/or salinity fields, since a locally conservative treat- 
ment by definition must compute the fluxes entirely 
from neighboring block information. 

To compare the two interface treatments, the natu- 
ral convection flow in a square cavity is computed. 
The boundary conditions for the flow and the grid are 
shown in Fig. 3i. The constant grid spacing in the 
horizontal direction is the same for both blocks, while 
in the vertical direction the grid spacing in block one 
is half that of block two. For this case, the overlap 
region consists of a single column of cells. The flow 
has been computed for a Ra = 105 based on the height 
of the cavity, and a Pr = 0.71. Figure 3iia,b shows the 
vertical temperature profiles in the overlap region near 
the center of the cavity for the solutions based on a 
local conservation treatment and the linear inter- 
polation with correction treatment. It is clear that the 
locally conservative treatment of the total temperature 
flux is unsatisfactory, allowing a large temperature 
jump in certain regions, while the new treatment main- 
tains the proper continuity along the entire interface. 
It is again important to note that at the upper and 
lower endpoints of the internal boundary, Neumann 
conditions on the temperature are prescribed. If 
Dirichlet conditions are prescribed on the upper and 
lower boundaries, then local conservation can be suc- 
cessfully applied to compute the temperature fluxes 
since a unique solution will be imposed to meet the 
fixed boundary constraints. 

3.2. Grid refinement strategy 
It is clear that a very fine grid resolution is required 

in the region near the intrusions, while a much coarser 
grid is sufficient away from the intrusions. A single 
grid, clustered in the region near the intrusions might 
be sufficient; however, due to the preferred direc- 
tionality of the flow, in which a very fine vertical 
spacing must be used to capture the nearly horizontal 
interfaces between the intrusions, this choice is not 
optimal, since the fine vertical resolution in the near 
wall region will also be imposed on the far-field flow. 
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(i) Domain, boundary conditions and block resolutions. 
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(ii) Temperature profile along vertical centerline for different interface 
treatments. (a) Local flux conservation, (b) Linear interpolation 
with global flux correction. 

Fig. 3. Grid layout, boundary conditions, and solutions of the two-block approach for natural convection 
in a square cavity. 

In our simulations, a two-block composite grid is used 
to track the evolution of the sidewall intrusions. One 
block, with a very fine horizontal and vertical res- 
olution is placed in the near-wall region, and a second 
block with a relatively coarse horizontal and vertical 
resolution is used in the bulk of the domain. As the 
intrusion front moves into the bulk fluid, grid lines 
are added to the fine grid and removed from the 
coarse grid, so that the fine-grid/coarse-grid interface 
remains ahead of the intrusion front. A visual rep- 
resentation of this grid refinement process for the 
development of class I-type intrusions is shown in 
Fig. 4. In the following section, we give a detailed 
presentation of the simulations which have been per- 
formed. 

4. NUMERICAL SIMULATION RESULTS 

4.1. Basics 

Two numerical simulations were performed, one 
corresponding to the development of class I intrusions 
and the other to class II intrusions. For both simu- 
lations, a 20 cm high by 20 cm wide domain was used. 
In the experiments performed by Schladow et al. [15], 
the tank used was 50 cm high and 400 cm wide. This 
height is sufficient to accommodate approximately 30 
class ! intrusions and 10 class II intrusions along the 
heated left wall, based on the intrusion thickness after 
completion of the initial merging process, and taking 
into account the unstratified fluid layers employed at 
the top and bottom of the tank. Similarly, a domain 
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Fig. 4. Composite grid tracking of sidewall intrusions. 

of 20 cm in height should allow approximately 10 class 
I intrusions and 5 class II intrusions to develop along 
the heated wall, which should be sufficient to allow 
comparison with the experimental results for the key 
points mentioned previously. Concerning the appar- 
ent disparity in the tank widths, it is noted that for 
the duration of the experiments, completely through 
the final merger process (with the exception of the 
self-propagation cases for class III flows), the 
intrusion fronts penetrated no more than about 25 cm 
into the tank, and Lhus, a large portion of the tank 
remained essentially quiescent, except for the small 
disturbances created by the presence of the intrusions. 

The initial stratifications of temperature and sal- 
inity were prescribed as follows. At the top of the 
domain, a 3 cm unsl:ratified zone was set, followed by 
a linear stratification region of 14 cm, and then ano- 
ther 3 cm unstratified zone at the bottom. In the exper- 
imental s-nmlations, unstratified layers were also 
employed at the top and bottom of the tank to provide 
a nearly constant zero flux condition for temperature 
and salinity for the duration of the experiment. Since 
these flux conditions can be exactly enforced in the 
numerical simulations, the unstratified zones used 
here serve only as a buffer region, effectively isolating 
the intrusion front from the effects of the upper and 
lower walls. Figure 5a shows the domain used for the 
numerical simulations, the boundary conditions and 
the initially imposed temperature and salinity strati- 
fications. The prescribed sidewall heating fluxes, speci- 
fied initial temperat are and salinity stratifications and 
the corresponding Rayleigh ratio, lateral stability 
ratio and intrusion classification for the numerical 
simulations are summarized in Table 1. These simu- 
lations correspond exactly (in terms of the values of 
Rp and R,) to the two experimental cases reported 
in detail. As the mean stratification temperature and 
salinity of the NaCl-based solution at the start of the 
experimental simul~,tions were unknown, the numeri- 
cal simulations were assumed to occur at a starting 
mean stratification temperature of 20°C and a mean 

salinity stratification of 30 kg m 3, for which the 
physical parameters of water, such as the kinematic 
viscosity, thermal diffusivity and mass diffusivity, all 
assumed constant, were taken from Akbarzadeh and 
Manins [10]. Thus, small differences in both the ther- 
mal and solutal Rayleigh numbers may exist between 
the experimental and numerical simulations for each 
case, although the Rayleigh ratios, Rp, and lateral 
stability ratios, R,, are the same. With the fluid 
properties above, 

V 
P r =  = 8  a n d S c = - - = 6 7 5 .  

~T ~XS 

The grid used for the simulations, as mentioned 
previously, is composed of two blocks, a fine block in 
the vicinity of the heated wall and a coarse block away 
from the wall. In the initial grid, the fine block consists 
of 131x501 nodes, while the coarse block has 
162 x 251 nodes. In the fine grid block, the grid lines 
have been clustered toward the heated wall, resulting 
in a grid spacing of Ax = 0.012 cm (0.06% of overall 
domain width) at the wall (x = 0.0) and increasing 
linearly to Ax = 0.05 cm at x = 4.0 cm. The vertical 
grid spacing in the fine block is uniform, with 
Ay = 0.04 cm. In the coarse block, the grid lines are 
uniformly spaced in both directions, resulting in grid 
spacings of Ax = 0.1 cm and Ay = 0.08 cm. Since the 
last two vertical columns of the fine grid have a grid 
spacing of Ax = 0.05 cm, the overlap region of the 
fine and coarse grids consists of exactly two fine grid 
cells and one coarse grid cell. 

As the solution advances in time, the intrusion front 
will eventually approach the fine/coarse grid interface 
of the initial grid and re-meshing will be required. Re- 
meshing is carried out here when the fastest moving 
intrusion approache~ a distance of about 1 cm from 
the interface. Since tnc intrusion fronts for class I and 
class II flows propagate at different speeds, the times 
at which re-meshing occurs will be different. When re- 
meshing is required, a 4.0 cm extension is added to the 
fine grid, while 4.0 cm of the coarse grid is removed, 
producing the new mesh. The grid spacings in the 
newly added portion of the fine mesh are taken to be 
uniform, with values of Ax = 0.05 cm and Ay = 0.04 
cm. This process results in a new mesh composed of 
a fine block with 211 x 501 nodes and a coarse block 
with 122 x 251 nodes. Values for the solution at the 
newly introduced fine grid nodes are taken from the 
coarse block via linear interpolation before the coarse 
block is restructured. As the solutions progress, a 
second re-meshing may also be required, in which case 
a similar procedure as that described above for the 
first re-meshing is invoked. Figure 5b shows the 
sequence of grids employed in the simulations. 

For both simulations, a time step At = 0.2 s was 
used. Since the maximum fluid velocities are C(1 mm 
s- ' ) ,  this value was heuristically chosen so that 
between successive time steps, the fastest fluid particles 
will have traversed at most one grid cell. To verify this 
choice, a single-block grid simulation corresponding 
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(b). Sequence of grids employed in numerical simulations. 
Fig. 5. Boundary and initial conditions and grid structure of the present problem. 

Table 1. Parameter specifications for numerical simulations 

Side wall heat Initial Initial Rayleigh Lateral 
Intrusion flux d Tidy dS/dy ratio ratio 

class (W m 2) (K m 1) (kg m 4) R o (equation 4) R~ (equation 5) 

I 91.67 -25.37 - 129.58 8.3 0.9 
II 91.61 -7.01 - 13.80 3.2 10.8 

to the class I simulation described above was per- 
formed with time steps of  At = 0.1 s and At = 0.2 s. 
The grid consisted of  301 x 301 uniformly spaced 
nodes. At  a physical time of  2 min, vertical profiles of  
the field variables were taken at a location near the 
heated wall. Comparison of  the profiles for the two 
time steps indicated that the solution appeared to be 
time-step independent near At = 0.2 s. In this regard, 
it is noted that the time step employed by Schladow 
et al. [15] in their numerical simulation, At = 0.0125 
s, seems excessively small, since the minimum grid 
spacing used there was 0.03 cm, which is very close to 
that employed in the current numerical solutions. In 
the following, we first present results for the class I 

simulation, followed by results for the class II simu- 
lation. 

4.2. Results f o r  class 1 simulation 
A sequence of  contour  plots showing the devel- 

opment  of  class I intrusions from the beginning of  the 
numerical simulation to the termination time of  36 
min is shown in Figs. 6-8. Contours  of  stream- 
function, temperature and salinity have been plotted 
at each chosen time. In each of  the contour  plots, only 
the port ion of  the domain corresponding to the initial 
stratified region (3 cm ~<y ~< 17 cm) has been 
included. The initial intrusions form along the heated 
wall at a time of  about  10 min, and by about  28 min, 
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Fig. 6. Stream function at various times of class I intrusions. 

have spanned the entire stratified region along the 
wall. In agreement with experiment, the intrusions 
form exclusively from the bottom of the domain to 
the top (with the exception of some small circulation 
regions near the top). The characteristic downward- 
sloping appearance of the intrusions, observed in all 
experiments for these flows, is also observed here. 
From the streamfunction plots, it is apparent that 
class I intrusions are characterized by relatively 
quiescent motions, producing a well-defined layered 
structure with distinct intrusions separated by thin, 
nearly-horizontal interfaces. 

Vertical profiles of the temperature and salinity for 
the full domain height, taken at a distance of 3.0 
cm from the heated wall (15% of width from wall), 

corresponding to the times shown in Figs. 6-8 are 
given in Figs. 9 and 10, respectively. The class I profiles 
are given here at a distance of 3.0 cm from the wall 
(unlike the profiles for the experimental results which 
are presented at 1.3 cm) to allow better comparison 
with the characteristics of class II profiles (later pre- 
sented at 3.0 cm from the wall). From these plots, the 
step-like nature of the intrusions is clearly evident, 
where it is observed that that a stable temperature 
profile and a well-mixed salinity profile have 
developed in each of the intrusions. Both of these 
characteristics were observed in the corresponding 
experimental case for this class. The numerical results 
predict larger inversions than experiment, as can be 
seen by a comparison of Fig. 9 with Fig. 4 (in ref. [15]). 
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t = 12 minutes 

t = 24 minutes 

t = 18 minutes 

t = 28 minutes 

t = 36 minutes t = 32 minutes 

Fig. 7. Isotherms at various times of class I intrusions. 

It is unclear at this point whether this discrepancy is 
attributable to the numerical procedure or the exper- 
imental method for obtaining the vertical temperature 
profiles. For this particular flow, due to the small 
thickness of the intrusions, it is noted that the exper- 
imental results have quite a limited resolution. In 
addition, it is interesting to note that the numerical 
results performed by Schladow et  al. [15] for a similar 
class I case (Fig. 9 in ref. [15]) also predict more 
pronounced temperature inversions than the exper- 
imental results. 

Results for the overall size of the intrusions and the 
front propagation speed also show favorable agree- 
ment with the values observed experimentally. For 
the numerical simulation, the average height of the 

intrusions measured at the heated wall at a time of 
36 rain is approximately 8 mm. The corresponding 
experimental value, taken from photographic images 
at a similar time, is about 10 mm. Using the sequence 
of streamfunction contour plots shown in Fig. 6, the 
intrusion front speed is estimated to be approximately 
7 cm h -1. In this computation, only the 10 intrusions 
located about the center of the stratified region were 
used, since the development of the intrusions near the 
upper and lower portions may have been hindered by 
the fairly strong recirculation regions which exist in 
the unstratified layers at the top and bottom of the 
domain. In this regard, the attempt to isolate the 
intrusion front from the effects of the solid walls by 
including unstratified layers above and below, may 
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t = 12 minutes t = 18 minutes 

t = 24 minutes t = 28 minutes 

t = 32 minutes t = 36 minutes 

Fig. 8. Salinity contours at various times of class I intrusions. 

have resulted in a greater disturbance to the upper 
and lower intrusions than would have existed without 
these layers. No value for the average speed of the 
intrusions for the corresponding experimental case 
was given, but the ~alue computed above does agree 
favorably with the speed of 10 cm h -~ or less which 
was generally observed for class I intrusions. 

Regarding the merger process, some evidence of the 
blockage mechanism described earlier, and observed 
clearly in the experiraents, can be seen in the final four 
frames of the streamfunction contour sequence shown 
in Fig. 6 for the fourth intrusion from the bottom. 
From a time of 24 rrtin to 36 min, a progressive weak- 
ening of this intrusion is clearly evident as it becomes 

overtaken by its upper and lower neighbors. Con- 
sistent with the description of the merger mechanism, 
no exchange of fluid between neighboring intrusions 
appears to initiate the process of merger, since the 
interfaces between the intrusion and its upper and 
lower neighbors are clearly seen to be maintained dur- 
ing the entire process. 

4.3. Results for class H simulation 
A sequence of contour plots for the development of 

the class II intrusions in increments of 4 min from the 
beginning of the simulation to the termination time of 
20 min is shown in Figs. 11-13. Again, only the por- 
tion of the domain corresponding to the initial strati- 
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Fig. 9. Temperature profiles at 3.0 cm from the heated wall at various times (class I). 

fled region has been included. The initial intrusions 
form along the heated wall at a time of  about  2 min, 
eventually spanning the length of  the heated wall in 
the stratified region by a time of  5 min. As time elapses, 
the characteristic structure of  the flow becomes 

evident, where again, fairly well-mixed regions are 
separated by distinct interfaces in which sharp gradi- 
ents of  temperature and salinity exist. It is apparent 
from the salinity contours that class II intrusions are 
much more dynamic and contain a much finer salinity 
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Fig. 10. Salinity profiles at 3.0 cm from the heated wall at various times (class I). 

structure due to the,, highly convective nature of  the 
flow within the intrusions. 

Figures 14 and 15 display, respectively, vertical pro- 
files of  the temperalure and salinity (again taken 3.0 
cm from the heated wall) for the full domain height 

corresponding to the times shown in Figs. 11-13. It is 
again observed that a highly stable temperature profile 
has developed in each of  the intrusions. In contrast to 
the class I intrusions, in which the salinity was well- 
mixed, the salinity distribution in the class II 
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Fig. 11. Stream function at various times of class II intrusions. 

intrusions is observed to be slightly unstable. These 
characteristics for the internal temperature and sal- 
inity profiles were also observed in the corresponding 
experimental case. In contrast to the class I case, the 
temperature inversions within the intrusions compare 
more favorably with experiment. The slope of the 
temperature profile (which is nearly constant) within 
the middle intrusion, as computed from Fig. 5 in ref. 
[15] is about 0.11°C cm 1, while that computed for 
the middle intrusion from Fig. 14 at t = 20 min is 
about 0.14°C cm-1. Regarding the apparent "jagged" 
behavior of the salinity profiles compared to the tem- 
perature profiles, it is noted that since the Schmidt 
number is very large (So = 675), the fine scale salinity 
structure of the intrusions is essentially being con- 

vected with diffusion contributing only within small 
length scales. A comparison of the salinity profiles in 
Fig. 15 with those in Fig. 5 (in ref. [15]) shows that 
the numerical simulation predicts a more highly fluc- 
tuating salinity distribution throughout the intrusion 
interiors. These small-scale fluctuations are probably 
not evidenced in the experimental profiles since the 
raw experimental data was passed through a low-pass 
filter before plotting. 

Results for the overall size and front propagation 
speed again show favorable agreement with the values 
observed for typical class II intrusions. Based on the 
general observations of the experiments, the final 
height for typical class II intrusions was found to 
fall in the range 10-40 mm. From the salinity and 
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Fig. 12. Isotherms at various times of class II intrusions. 

temperature profile plots for the experimental case 
corresponding to the current numerical simulation, 
taken 3 cm from the heated wall at a time of 19 min, 
the average height of the intrusions is estimated to 
be about 40 ram. Based on a similar analysis of the 
temperature and salinity profiles for the numerical 
simulation, an average intrusion height of about 35 
mm is obtained. Us:ing the salinity contour sequence 
shown in Fig. 13, the intrusion front speed was com- 
puted to be about 27 cm h-~. In this computation, 
only the two center intrusions were used. This value 
also agrees very well with the range of 10-30 cm h -1 
observed in the experiments for class II flows. Again, 
no estimate of the front propagation speed for the 
specific experimental case corresponding to the 
numerical simulation was given. 

Finally, in terms of the merger process, it is clear 
that, unlike class I flows, class II flows are dominated 
by dynamic vertical motions in the near-wall region. 
These motions are evidenced in the time-history 
sequence by the sharp salinity gradient regions which 
are pulled up along the wall and are subsequently 
folded back into the interior of the intrusions when 
they reach their apex. Although details of the initial 
merger process are not captured in the plots, a vivid 
example of the merger process can be seen in the three 
final frames of the time sequence for the two top 
intrusions. Here, vertical motions from the lower 
intrusion have penetrated into the intrusion above. A 
similar merger mechanism can be seen in photographs 
taken by Tanny and Tsinober [16]. From the salinity 
contour sequence, this merging process appears to be 
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Fig. 13. Salinity contours at various times of class II intrusions. 

the result of an interface breakdown scenario rather 
than that of interface migration (both described by 
Linden [23]). In any case, this merging event is 
in contrast to the merger process observed in the 
previous section for class I intrusions, which was 
initiated by stronger intrusions blocking weaker ones 
from propagating and forcing them back to the heated 
wall. For both merger processes, fluid is eventually 
exchanged during merger; however, with class II flows 
the kinetic energy of the fluid in the near-wall region 
serves as the mechanism for merger. 

5. CONCLUDING REMARKS 

In this work, numerical simulations of two fun- 
damentally different classes of convective intrusions, 

which develop due to the sidewall heating of a fluid 
with an initial linear two-component stratification, 
have been presented. Using a composite grid 
approach, it has been shown that an interface treat- 
ment based on local flux conservation cannot be 
employed. A revised interface treatment based on lin- 
ear interpolation with conservative correction has 
been devised. The numerical results obtained for the 
two specific intrusion classes compare very favorably 
with the detailed experimental results presented by 
Schladow et al. [15] in terms of the physical charac- 
teristics of the intrusions, the internal salinity and 
temperature structures, the intrusion heights and the 
front propagation speeds. Most importantly, the fun- 
damental differences in the merging processes of class 
I and II flows which were observed in the experiments 
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Fig. 14. Temperature profiles at 3.0 cm from the heated wall at various times (class II). 

have also been observed here. For class I intrusions, 
the numerical simulations clearly show the progressive 
weakening with time of intrusions due to the over- 
taking of neighboring intrusions above and below, 
which is consistent with the blockage mechanism 

described by Schladow et  al. [15]. For class II 
intrusions, a breakdown of the interface separating 
neighboring intrusions is seen. This mechanism was 
also observed in the corresponding experimental 
results as well as in similar experiments performed by 
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T a n n y  and  Ts inober  [16]. In many  instances,  numer i -  
cal s imulat ions may  provide insight  into  key physical  
mechanisms  which may  be difficult to ob ta in  
f rom the analysis of  exper imental  da ta  due to the 
var ious l imitat ions o f  exper imental  equ ipment  and  
procedures.  
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